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Sustainable Data-first Hybrid by design

Edge

: Data centers Colocations Public clouds
locations



The HPE GreenlLake edge-to-cloud platform
uniquely meets hybrid needs

Unified cloud services experience

Security

Compliance

Analytics | Al | Machine learning

Workload orchestration
Bare metal | VMs | Containers

Data management services

Networking Storage

HPE GreenLake platform

Elastic | Open | Partner-enabled

Advisory
services

Managed
services

Financial
services




HPE GreenLake for Red Hat OpenShift Container Platform

HPE GreenLake for Red Hat® OpenShift Container Platform™ is
an on-premises solution delivered with a cloud experience to
unify and simplify operations.

This joint solutionis:
- Offered as an HPE GreenlLake subscription that helps scale capacity

on demand with predictable cost.
Delivered as a service with native Red Hat OpenShift experience reducing
the total cost of ownership.
Standardized ordering and deployment reducing the time to value,
complexity, and cost.
Deployed as a private cloud providing data privacy, security,
sovereignty, and low latency for workloads.

Trust HPE and Red Hat to help modernize your hybrid cloud infrastructure

& RedHat



Addressing the target customer

Core Value is not in IT Operations

Lifecycle Management = xomow o Delivered as a Service

Vulnerability Management

Time to Value

Complexity ‘ = o Standardized / Optimized

Cost E E ®E = ®m
Capital Preservation e HPE Greenlake Subscription
Customer .
Challenges HPE GreenLake for Red Hat OpenShift

Container Platform & RedHat



HPE GreenLake For Red Hat OpenShift Container Platform

f@@| Containers, Dataand Applications

Red Hat OpenShift Container Platform
DevOps Tools
(API, WEB, console, CLI)
(Auth, Networking, Image Reg) (Java, Ruby, PHP, Node js)
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Native Red Hat
OpenShift
Tooling

Billing
Capacity
Management

Consumption
Analytics
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Kubernetes OpenShift ETCD

Container KUbem.etes Cluster state and
Orchestration/Management EXtens|ons configs

Red Hat OpenShift
Software Stack

CoreOS RHEL or CoreOs| [ PPEM=NiT Jata
H N (Worker Nodes) Foundation
(Head Nodes) Optional

HPE Greenlake Bare Metal Service

Compute Storage Network

HPE Customer
Managed Managed

Deployment, Lifecycle, and
Management of

¢ Containers on clusters

* Customer Applications

Lifecycle, and Management of
* RedHat OCP including

RHEL/CoreOS
* RedHat ODF

Deployment of
* Red Hat OpenShift

Container Platform

* Red Hat OpenShift
Platform Plus (required
when using ODF)

Deployment, Lifecycle and

Management of
Infrastructure (Cloud

Module instances)
HPE GreenlLake Control

Plane
Aruba Networking

What's New for July

* File/Object Storage via RedHat
OpenShift Data Foundation
(ODF)

» Support for CoreOS on the
worker nodes

» Support Red Hat OpenShift 4.12
and OpenShift Platform Plus
(OPP)

* Lower Cost Single Node HPE
GreenlLake Control Plane
Option



HPE GreenLake for Red Hat OpenShift containe platform configuration

Single rack configuration
Single Node Control Plane
Worker Node Configurations:
*  Small: 3 Workload Nodes
* Medium: 6 Workload
Nodes
* Large: 12 Workload Nodes

Minimum of 3 or more workload
nodes for growth up to the max
solution size up to 12 total
workload nodes.

Storage Options
* Block Storage with Alletra
6000

* File/Object with Storage
Optimized Instances and
OpenShift Data
Foundation*

Production Network Module
(2) HPE Aruba 8325-32Q (ToR)

Management Network (2)
HPE Aruba 6300M (OOBM)

Storage Module

Red Hat OpenShift Control
Plane (Head Nodes)
Three Virtual Machines

Support Infrastructure
load balancer, proxy, etc.

Red Hat OpenShift
Nodes

3-12 Nodes - RHEL 8.6 or
Core OS

Components

Rack & Network Module

* 2xAruba8325-32Q -100GbE

* 2xAruba 6300M - 1GbE RJ45
OOBM

* 1xHPE 42U Rack

GreenlLake Control Plane: 1x CP2a

Storage Options:

1x Block Storage (Alletra 6000)

* 25TB,50TB, 100TB, 150TB Options
Or

3x ODF Storage Nodes

e 25TBor 50TB Options

Head Nodes:
C2apd (Compute Optimized)

C2apd (Compute Optimized)

& RedHat




HPE GreenLake Units of Measure for this service

This service uses an
infrastructure-oriented design
which meters the consumption
of key resources. This is
consistent with other HPE
GreenlLake services such as
HPE Private Cloud Enterprise,
and custom solutions

for Ezmeral and Red Hat.

Alletra Storage

Existing UoM: Alletra 6000
Usable GiB

Measures: amount of space
consumed by Customer
data

This UoM is part of capacity
planning

The recommended
reserved capacity is 80%

Compute +

ODF Storage

Compute UoM: Per Core

ODF Storage UoM: Per Core

Measures: number of cores
consumed on workload
servers

This UoM is part of capacity
planning

The recommended
reserved capacity is 80%

Containers

New UoM: Red Hat

OCP/OPP Bare Metal
Subscriptions

Measures: number of Red Hat
OpenShift Container Platform
licenses are consumed

This UoM is not used for
capacity planning

Consumed capacity should
match the Compute UoM

The reserved capacity should
match the Compute UoM




As-a-service cloud experience delivers big benefits

A complete curated solution -

ISV best practice architectures
out of the box, that are fully built,
validated and tested by HPE

Faster time to value

Using standardized HPE servers,
storage, and network solutions
deployed with Red Hat software

Simplified IT

With implementation, support,
monitoring, operations and
hardware management handled
by HPE.

Convenient pay-per-use billing

Based on metered usage;
includes units of measure for
compute, storage, and Red Hat
software

Native Tooling

Ability to use native tooling and
existing scripts while also gaining
the benefits of the GreenlLake
Platform

Cloud-like flexibility

Keeping costs under control and
your data wherever you want it.
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